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Abstract. With the release of the large vocabulary dataset LVIS [5], the
long-tail instance segmentation has received more and more attention. In
this work, we propose double classifeir and double sampler, which achieve
0.8% AP gain for all categories and 8.3% AP gain for rare categories,
compared to the strong baseline. Furthermore, we combine mosaic aug-
mentation [1] with re-sample method to build a more balanced dataset,
meanwhile we introduce richer transforms to achieve better generaliza-
tion. we name this method as balanced mosaic. Balanced mosaic further
achieves 3.9% AP gain (35.4 vs 36.8). Finaly, with multi scale test, we
achieves 39.2 mask AP on test set of the LVIS Challenge 2020.

1 Introduction

LVIS dataset has a large number of categories and some categories’ images are
significantly less than others. The long tail nature of lvis dataset poses a huge
challenge to model training. Some existing work, such as classifier retraining
(cRT) [9], classification calibration [12], balanced group softmax(BGS) [10] have
shown that decoupling feature learning and classifier learning can help improve
model’s performance on long-tail categories. In addition to decoupling training,
in this work, we also propose two effective solutions to improve the performance
on the rare categories. First, we propose balanced mosaic augmentation to make
training samples more balanced and diverse, which will be described in Section
2. Second, we design a double classifier structure to obtain high precision on all
categories. One of the classifiers is retrained with repeat factor sampling and the
other classifier is retrained with class-away sampling. The detail will be described
in Section 3.
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2 Balanced Mosaic

Mosaic augmentation was first introduced by YoloV4 [1]. It is a new data aug-
mentation method that mixes 4 training images, which allows detection of ob-
jects outside their normal context. In addition, batch normalization would calcu-
late activation statistics from 4 different images on each layer, thus significantly
reduces the need for large mini-batch size. In this work, we use mosaic augmen-
tation to solve the long tail instance segmentation problem. We sample images
containing tail categories with a higher probability and head categories with a
lower probability, So the mosaic images are more balanced. The psuedo-code of
this algorithm can be found in Algorithm 1. It mainly consists of three steps,
First, we compute sampling probability for each image in the dataset. There are
several ways to achieve this purpose, here we obtain the sampling probability of
image i by normalizing the image level repeat factor ri, which has detailed de-
scription in repeat factor sampling(RFS) [5]. Second, pre-transforms are applied
to each sampled image, we simply adopt resize operation in this step. Third,
post-transforms are applied to the mosaic images, including crop, color jitter
and flip operations, which can reduce overfitting.

Algorithm 1 Balanced mosaic

Input: xi, X = {x0, x1, ..., xn}
Output: yi
Step1 Compute sampling probability:

pi = ri/
∑

ri

xm = {xi + random(X, 3, p = p)}

Step2 Apply pre-transform:
a) random a scale s accoring to the shape of xm

0

b) for xm
i in xm

xm
i = Resize(xm

i , s)

Step3 Do mosaic:

yi = Mosaic(xm)

Step4 Apply post-transform:

yi = ColorJitter(Flip(Crop(yi)))

3 Double Classifier

Inspired by [9], we divide the model training process into two phases: repre-
sentation learning and box classifier retraining. In the representation learning
phase, we observed that choosing repeat factor sampling [6] instead of instance-
away sampling (uniform sampling) will eventually obtain better results. During
the box classifier retraining phase, we found that one box classifier with only
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one sampling strategy is not able to achieve good performance on all categories.
For example, applying class-away sampling will achieve highest precision on rare
categories, but will perform poorly on common and frequent categories. And
applying repeat factor sampling will achieve higher precision on common and
frequent categories, while the precision on rare categories will be slightly lower.

Therefore, we propose double classifier and double sampler. Specifically, in
box classifier retraining phase, we retrain two box classifiers, one with repeat
factor sampling and one with class-away sampling. When conduct class-away
sampling, for each epoch, we resample 5 images for each category, thus each
epoch will contain 1203 × 5 images and these images are different in different
epoches. Since the two box classifier heads share all parameters, during inference,
we simply average the predictions of the two box classifier heads to get the final
box scores without reducing inference speed of the model.

4 Experiments
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Fig. 1. Final challenge model based on HTC[3]

4.1 Challenge model and Single-scale Testing

Challenge Model As shown in Figure 1, our challenge model is based on HTC,
with backbone Senet154 [7], FPN, double head [13] and maskiou head [8] (to save
memory, we only add maskiou head on the last stage). Deformable convolution
[4] is adopted in stage3, stage4 and stage5 in the backbone. We also use 3-stage
Recursive Feature Pyramid [11] to improve the performance of our model. Unless
otherwise stated, the models are trained on LVIS-v1.0 training set and evaluated
on LVIS-v1.0 validation set for mask prediction tasks. All the models are trained
with SGD using 3 Nvidia V100 GPU. Super-parameters, such as momentum and
batch size are set to 0.9 and 24 respectively. We update the learning rate in the
20th/24th/26th/27th/28th epoch to 3e-2/3e-3/3e-4/3e-5/3e-6 respectively. We
use multi-scale training and the shorter size of images are random sampled from
600 to 1000, and the longer edge is set to 1400. Due to time constraints, we run
all the following experiments only once.



4 Lei Chen, Qiang Zhou∗, Wei Li∗, Zhibin Wang, and Hao Li

Table 1. Ablation study results of our final challenge model on LVIS-v1.0 val set.
Images’ short sizes are set to 800.

Model AP APr APc APf

Representation learning 33.4 17.3 33.2 40.6

+BGS[10] retraining 35.1 22.7 34.8 40.7
+double classifier 35.4 24.6 34.9 40.7
+balanced mosaic 36.8 27.7 36.7 41.0
+coco2017 unlabeled 36.9 29.2 36.4 40.9

Representation Learning We use repeat factor sampling [6] during the
represenation learning stage, and get 33.4% AP in LVIS-v1.0 val set, as thown
in Table 1

BGS Retraining Balanced group softmax [10] split all categories into sev-
eral disjoint groups and perform the softmax operation separately, such that
only classes with similar numbers of training instances are competing with each
other within each group. In the box classifier retraining phase, we replace all
three box classifers (C1-a, C2-a, C3-a in Figure 1) with balanced group softmax,
and obtain a higher result of 35.1% AP on the val set.

Double Classifier In the box classifer retraining phase, we also use class-
away sampling to retrain three box classifers (C1-b, C2-b, C3-b in Figure 1)
which performs better in rare categories. During inference, the box scores of each
stage Si is obtained by averaging the prediction results of the two classifiers, i.e.,
Si = (SCi−a + SCi−b) / 2.

Balanced Mosaic Due to time constraints, we only use balanced mosasic
during box classifier retraining, which further imporved the result from 35.4%
to 36.8% AP, which proves that the balanced mosaic method is a very effective
method. We believe that if the balanced mosaic method is used in the represen-
tation learning phase, the result may be better.

Unlabeled Data We use the trained model as the teacher model to generate
pseudo labels on the coco2017 unlabeled datas (including bounding boxes, class
labels and masks) with a high score threshold of 0.8. Since frequent categories
already have enough training samples, we only preserve images whose pseudo-
labels including at least one rare category. We use pseudo label data in the
box classifier retraining phase, together with LVIS-v1.0 training set. In addition,
we apply strong data augmentations (including blur, color jitter, cutout) on
unlabeled data and apply dropout in the box classifier head.

4.2 Multi-scale Testing

We perform multi-scale testing on both bounding box and segmentation results.
Specifically, based on the obtained bounding box merging result, we crop mask
proposals on different inferring scales and send them to mask head. The voting
results from different inferring scales are employed. The testing scales are set
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to (1200, 800), (1500, 1000), (1800, 1200), (2100, 1400), (2400, 1600). No other
augmentation is used except horizontal flipping. Additionly, noticed that in-
stances of different sizes have performance gaps at different test scales, we adopt
scale-adaptive merging strategy to collect the best results in different test scales.
Soft-nms [2] is also used to obtain better performance and the IoU threshold is
set to 0.5. Testing results with different strategies on val are shown in Table 2
and the comparison between official baseline based on ResNeXt-101-32x8 and
our method is shown in Table 3.

Table 2. Experiment results on val with different testing strategies.

Model AP APr APc APf

Challenge Baseline 36.9 29.2 36.4 40.9

+Multi-scale box 39.1 29.8 38.4 43.9
+Soft-nms 39.2 30.2 38.5 44.1
+Scale-adaptive 39.4 30.3 38.7 44.2
+Multi-scale mask 39.8 30.4 39.1 44.7

Table 3. Comparision between official baseline and our method on val and test dev.

AP APr APc APf

Baseline val 27.26 19.47 26.13 31.95
Ours val 39.8 30.4 39.1 44.7

Baseline test dev 26.86 20.41 24.90 31.97
Ours test dev 39.21 29.72 37.79 45.08
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